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“Motivation”

Typical theorem about “highly symmetric” combinatorial structures:

If S is some structure with a group G of automorphisms that acts with
some symmetry property P, then (S ,G ) belongs to some list of examples.

Typical proof strategy:

P restricts the structure of G ;

reduce to T ≤ G ≤ Aut(T ) with T a non-abelian simple group;

the CFSG tells you the candidates for T ;

the list of maximal subgroups of T tells you the candidates for (at
least the overgroups of) the stabiliser of an ‘element’ of S .

Problem: the maximal subgroups of the non-abelian finite simple groups
are not completely understood; a notorious case is the Monster.
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The Monster

The Monster, M, is the largest of the 26 sporadic finite simple groups.

Existence predicted by Fischer and Griess (1973), as a simple group with
certain involution centralisers (2.B and 21+24.Co1). It follows that

|M| = 246.320.59.76.112.133.17.19.23.29.31.41.47.59.71 ≈ 8× 1053.

It was also predicted that M has an irreducible complex representation of
dimension 196883. This gave the character table (Fischer et al. 1979).

Griess (1982) finally constructed M as the automorphism group of a
certain commutative, non-associative algebra on R196884.

Uniqueness was proved by Griess, Meierfrankenfeld and Segev (1989).

Later: other descriptions (Moonshine), presentations.
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The maximal subgroups of M

Every maximal subgroup of M is the normaliser of a direct product H of
isomorphic simple groups. Two cases:

H is an elementary abelian p-group (the “p-local” case), or

H is a direct product of isomorphic non-abelian simple groups.

An incomplete list appeared in the Atlas (1985), without proofs.

The p-local case was formally dealt with later:

p = 2 — Meierfrankenfeld and Shpectorov (2002–2003);

p = 3 — Wilson (1988);

p ≥ 5 — due to Norton but published by Wilson (1988).

Norton and Wilson (1998–2002) then began work on non-local maximals,
reducing the unclassified simple subgroups of M to 19 partially open cases.
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Unsettled cases, per Norton–Wilson (2002)
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Computation in M, à la Holmes and Wilson

Many remaining cases required computation in M, which was problematic:

the smallest faithful matrix representation has dimension 196882;

the smallest faithful permutation representation has degree ≈ 1020.

Holmes and Wilson (2003) constructed M computationally by restricting
its 196882-dimensional F3-module to an involution centraliser 21+24.Co1
(and adjoining a certain extra element, with a different representation).

Ignoring the details (!), the main point is that 196882× 196882 matrices
can be built from smaller pieces. They found further maximal subgroups

L2(19):2, L2(29):2, L2(59), L2(71).

Norton and Wilson (2013) also found a new maximal subgroup L2(41);
some additional cases were handled theoretically by Wilson (2016–17).
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Unsettled cases, circa 2017

At this point (based on some 15 papers!) it was known that any further
maximal subgroup of M must be almost simple with socle

L2(8), L2(13), L2(16), or U3(4).

Wilson (2016–2017) reported that all cases apart from L2(13) had been
eliminated, but proofs never appeared.

We decided to try our luck at settling these cases, beginning with L2(13).

Problem: Holmes and Wilson’s computer construction was slow, and
(more to the point) essentially impossible for anyone else to reproduce
(not implemented in GAP/Magma, nor even publicly available).
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A new computer construction of M: mmgroup

Meanwhile, we had learned of a new computer construction of M due to
Seysen1 (2020+), which is much faster than previous implementations:

Elements of M are represented as words in generators for a certain ‘large’
subgroup of a 2B-involution centraliser Gx0

∼= 21+24.Co1, plus a certain
extra element. (Similar idea/different implementation to Holmes–Wilson.)

The details are complicated (conceptually, and in terms of code), but
Seysen’s main new idea is an efficient word-shortening algorithm:

1
https://github.com/Martin-Seysen/mmgroup (written in Python; freely available)
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Capabilities of mmgroup

Some things that you can do in mmgroup (besides the group operation):

Calculate the order of an arbitrary element of M.

Conjugate any involution into the centraliser Gx0
∼= 21+24.Co1 of a

distinguished 2B-involution — computation in Gx0 is especially fast.

Calculate certain character values of an arbitrary element of Gx0.

Select random elements from M, Gx0, and certain subgroups of Gx0.

Some things that you can’t do in any easy way (but that we need to do):

Construct centralisers/conjugate elements within an arbitrary class.

Construct the normaliser of e.g. a cyclic subgroup.

Determine character values of elements outside of Gx0.

Construct a subgroup from a set of generators.

Select random elements from such a subgroup.
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Our results

Theorem (Dietrich, Lee, Popiel; 2023+)

The Monster has

a unique class of maximal subgroups that are almost simple with socle
L2(13) — these are isomorphic to Aut(L2(13)) = L2(13):2;

a unique class of maximal subgroups that are almost simple with socle
U3(4) — these are isomorphic to Aut(U3(4)) = U3(4):4;

no maximal subgroups that are almost simple with socle L2(8) or
L2(16).

Corollary

The classification of the maximal subgroups of M is complete.
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Proof strategy — L2(13) case

G = L2(13) is generated by subgroups 13:6 and D12 intersecting in the 6.

Wilson (2015) implies that all elements of order 13 in G must lie in
M-class “13A”, so first find some g13 ∈ 13A. (This is already hard.)

Construct NM(⟨g13⟩) ∼= ((13:6)× L3(3)).2, and thereby construct all
M-classes of subgroups 13:6 containing g13. There are five of them.

For each 13:6, find all involutions i2 that invert an element g6 of order 6,
so that ⟨g6, i2⟩ ∼= D12. This is done via random search in NM(⟨g6⟩), which
is constructed by projecting its overgroup CM(g3

6 )
∼= 21+24.Co1 to

Co1 < GL24(2) in Magma using some ‘hidden’ functionality in mmgroup.

Check each involution to see whether it extends 13:6 to G = L2(13). If so,
check whether G has trivial centraliser (if not, then G is not maximal).

One class of L2(13) with trivial centraliser arises — find an extra generator
that extends it to a maximal subgroup L2(13):2 of M.
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Generators for a maximal L2(13):2 < M
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Thank you!
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